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Porownanie estymacji parametru n-wymiarowej
kopuli dla 2<n<4 przy zastosowaniu
kanonicznej metody najwiekszej wiarygodnosci
i metody minimalnej odleglosci’

Streszczenie. W artykule dokonano poroéwnania estymacji parametru kopuli, stosujac kano-
niczng metod¢ najwigkszej wiarygodnosci i metode minimalnej odlegtosci. W tej drugiej metodzie
rozwazano trzy warianty funkcji odlegtosci: odlegto$¢ Cramera von Mises, odlegtos$¢ Kotmogo-
rowa—Smirnova i odleglto$¢ z przestrzeni L'. Na podstawie przeprowadzonych symulacji badano
obcigzenie i btad Sredniokwadratowy wymienionych estymatorow dla n-wymiarowych kopuli Clay-
tona, Franka i Farlie-Gumbel-Morgensterna, gdzie n=2, n=3 lub n=4. Najczesciej najmniejszym
obcigzeniem i bfedem $redniokwadratowym charakteryzowat si¢ estymator otrzymany kanoniczna
metoda najwigkszej wiarygodnosci.

Stowa kluczowe: kopula, estymacja, estymacja KMNW, estymacja metoda minimalnej odle-
glosci, kopula Claytona, kopula Franka, kopula Farlie-Gumbela—Morgensterna

Wstep

W analizie zalezno$ci migdzy zmiennymi losowymi, ktore sg stosowane w mo-
delach matematycznych i statystycznych, jednym z najpopularniejszych wskazni-
kow jest wspotczynnik korelacji liniowej Pearsona. Miarg tg mozna postugiwac si¢
w celu uwzglednienia w modelu liniowych zaleznosci migdzy badanymi zmiennymi.

* Prezentowane badanie symulacyjne zostalo opracowane w ramach badania statutowego
nr 03/S/0021/12 w Instytucie Ekonometrii Szkoty Gtoéwnej Handlowej w Warszawie (por. A. Stry-
jek, Porownanie wybranych metod estymacji parametru rodziny n-wymiarowej kopuli dla n > 2,
Szkota Glowna Handlowa w Warszawie, Warszawa 2013).
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W przypadku gdy analizowane zalezno$ci nie sg liniowe, jako miare zalezno$ci mozna
wykorzysta¢ wspotczynnik 7 Kendalla lub p Spearmana. Kazdy z tych wskaznikow
jest wartoscig liczbowa, zatem w bardzo syntetyczny sposob wyraza stopien zaleznosci
mi¢dzy zmiennymi losowymi. Innym sposobem uwzgledniania tych zaleznosci jest
wykorzystanie kopuli. Kopula to taka funkcja, ktdra podaje zalezno$¢ miedzy dystry-
buantg wielowymiarowej zmiennej losowej a dystrybuantami rozktadow brzegowych
tej zmiennej. W literaturze mozna odnalez¢ wiele przyktadow kopuli!, a doktadnie;
przyktadow rodzin kopuli, w wiekszosci przypadkéw bowiem formuta analityczna ko-
puli zawiera parametr lub kilka parametrow. Parametry te sg uzywane, aby za pomocag
jednej rodziny kopuli wyrazac rdzne typy zaleznosci miedzy rozktadami brzegowymi.

Przyktady zastosowania kopuli w finansach i ubezpieczeniach zainteresowa-
ny czytelnik znajdzie w pracach Domana, Heilperna, Stryjka’. Podstawowy pro-
blem, jaki pojawia si¢ przy zastosowaniu kopuli w analizach empirycznych, to
prawidtowe oszacowanie parametru lub parametréw rodziny kopuli na podstawie
posiadanej proby. W wymienionej wyzej literaturze podstawowg metodg estyma-
cji parametru kopuli jest metoda najwigkszej wiarygodnosci oraz jej modyfikacje,
tj. metoda wnioskowania dla rozktadow brzegowych oraz kanoniczna metoda naj-
wigkszej wiarygodnosci. Innym sposobem wyznaczenia oszacowan parametrow
kopuli jest zastosowanie metody minimalnej odlegtosci. Jednak skutecznosc tej
metody nie jest szeroko dyskutowana w literaturze. Kwestia ta dotychczas zostata
podjeta w zasadzie w dwoch artykutach®. Biezacy artykut ma na celu wiaczenie
si¢ w dyskusje 1 probe uzupetnienia przeprowadzonych analiz dotyczacych esty-
macji parametru kopuli metoda minimalnej odlegto$ci.

1. Kopula. Metody estymacji parametrow rodziny kopuli

Omowienie rodzin kopuli oraz metod estymacji ich parametréw poprzedzo-
ne jest definicjg pojecia kopuli. n-wymiarowa kopulg C, gdzie n>2, jest kazda

''U. Cherubini, E. Luciano, W. Vecchiato, Copula method in finance, John Wiley and Sons,
Chichester 2004; S. Heilpern, Funkcje fgczqce, Wyd. AE im. Oskara Langego, Wroctaw 2007,
H. Joe, Multivariate Models and Dependence Concepts, Chappman & Hall/CRC, New York 1997,
R.B. Nelsen, An introduction to copulas, Springer, New York 2006.

2 R. Doman, Zastosowania kopuli w modelowaniu dynamiki zaleznosci na rynkach finanso-
wych, Wyd. UE w Poznaniu, Poznan 2011; S. Heilpern, op. cit.; A. Stryjek, Porownanie wybranych
metod estymacji parametru rodziny kopuli, Szkota Gtowna Handlowa, Warszawa 2011; A. Stryjek,
O pewnym problemie wyboru metody szacowania wartosci zagrozonej, Instytut Ekonometrii Szkoty
Gltoéwnej Handlowej, Warszawa 2012.

3 H. Tsukahara, Semiparametric estimation in copula models, ,,The Canadian Journal of Stati-
stics” 2005, vol. 33, z. 3; G.N.F. Weiss, Copula parameter estimation: numerical considerations and
implications for risk management, ,,The Journal of Risk” 2010, t. 13, nr 1.
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dystrybuanta n-wymiarowej zmiennej losowej (X, X,, ..., X)), ktorej dziedzina
zostala obcigta do kostki [0,1]", przy czym wszystkie rozktady brzegowe, tzn.
rozklady zmiennych X, X,, ..., X , sa jednostajne na odcinku [0,1].

Jak juz zostalo wspomniane, kopula jest facznikiem miedzy rozktadem tacz-
nym wielowymiarowej zmiennej losowej a rozktadami brzegowymi tej zmienne;.
Wiasno$¢ ta jest konsekwencjg podstawowego twierdzenia w teorii kopuli, czyli
twierdzenia Sklara. Sformutowanie tego twierdzenia podajemy za Nelsenem®.
Niech H bedzie dystrybuantg n-wymiarowej zmiennej losowej o rozktadach brze-
gowych okreslonych przez dystrybuanty F,,F,, ...,F, oraz R = I@U{—OO,-FOO}. Wow-
czas istnieje n-wymiarowa kopula C taka, ze dla kazdego x € R"zachodzi

H(xl,xz,...,xn):C(E(xl),F2 (x,),....F, (xn)). (1)

Jezeli funkcje FF,...F, sq ciggle, to C jest wyznaczona jednoznacznie.
W przeciwnym przypadku jest ona wyznaczona jednoznacznie tylko na zbiorze
K (I@)XF2 (]I_Q)x...xEl (H_Q) Jezeli zas C jest n-wymiarowq kopulg i F,F,,....F,
sq dystrybuantami rozktadow jednowymiarowych zmiennych losowych, to funkcja
H zdefiniowana wzorem (1) jest dystrybuantg n-wymiarowej zmiennej losowej,
ktorej dystrybuanty rozktadow brzegowych to F,F,, ....F .

Przyktady rodzin kopuli, ktére mozna odnalez¢ w literaturze przedmiotu,
mozna podzieli¢ na trzy grupy: rodzina kopuli eliptycznych, rodzina kopuli archi-
medesowych i pozostate rodziny kopuli.

Do rodziny kopuli eliptycznych zalicza si¢ kopule Gaussa, kopule ¢ Studenta
1 kopule wyktadniczo-potegowa’. Jednak poniewaz w klasie rozktadow eliptycz-
nych adekwatng miarg zaleznos$ci miedzy zmiennymi losowymi jest wspotczyn-
nik korelacji liniowej Pearsona, wigc wykorzystanie tej grupy kopuli w wielu mo-
delach statystycznych nie ma nalezytego uzasadnienia.

Wazna grupe rodzin kopuli, ktéore wykorzystywane s3 w modelowaniu zalez-
nosci miedzy zmiennymi losowymi, stanowia kopule archimedesowe. Ich zaletg
jest fakt, ze kazda rodzina jest parametryzowana tylko jednym parametrem. Po-
nadto sg one opisane relatywnie nieskomplikowanymi formutami analitycznymi.
Dla n>2 mozna wskaza¢ pig¢ rodzin kopuli archimedesowych:

C, (u):—é-ln G _(1)§e1 I o @ >0, @)
e " -1
1
C,(u)=(u" +u* +..+u —n+1)« dla a>0, 3)

4 R.B. Nelsen, op. cit.
5 Por. S. Heilpern, op. cit.
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Ca(u)zexp(—((—lnul)a+...+(—lnun)a)"‘} dla a>0, 4)
(1—a)-u1u2-...-un

C (u)= dl 0.11, 5

() [T (-a(l-u))-a uu,-....u, @ aclol ©

Ca(u):exP[l-(l—Hjl(l—alnui))j dla ae(0,1], (6)
o -

gdzie u=(u,, u,, ..., u,).

Wzory (2)-(6) okreslaja, odpowiednio, rodzing kopuli Franka, Claytona,
Gumbela, Ali-Mikhail-Haga i Gumbela—Barnetta.

W przypadku n=2 mozna wskaza¢ wiele przyktadéw kopuli, nie tylko kopu-
li eliptycznych i archimedesowych®. Jednak dla n>2 nie ma ich tak szerokiego
spektrum. Relatywnie prostym przyktadem rodziny kopuli spoza dwdch grup opi-
sanych wyzej jest rodzina Farlie-Gumbel-Morgenstrena (FGM)

C,(u)= (H:’zl u, ) “(1+ Zaiﬂ.z -(1 —u, )(1 —u, ) +
e ,, ™
+ Z i '(1 U )(1 —Uu, )(1 —U ) T, , H,«=1(1 —U )a
gdzie wszystkie parametry sg z przedzialu [—1,1]. Zauwazmy, ze dla n=3 rodzina
(7) parametryzowana jest przez cztery, a dla n=4 az przez jedenascie parametrow.

Nastepnie przyjmujemy, ze (x,X5,...,x,), gdzie n>2 i t=1, 2, ..., T, ozna-
cza probe zawierajaca T realizacji zmiennej losowej (X, X,, ..., X ). Ponizej
oméwimy dwa sposoby estymacji parametru a kopuli C, na podstawie proby
(X[, X5 5oy X0).

Pierwsza metoda estymacji parametru kopuli to metoda najwigkszej wiary-
godnosci (MNW) oraz jej modyfikacja — kanoniczna metoda najwigkszej wiary-
godnosci (KMNW). Obie metody sg przyktadem standardowych metod estymacji
parametru kopuli zalecanych w literaturze’.

MNW wymaga przyjecia zalozZenia, ze rodzina kopuli C_ jest parametryzo-
wana przez wektor a= (al,az,. oA ), gdzie a € 1., a rozktady brzegowe zmien-
nej (X, X,,...,X)) sa znane i okreslone przez dystrybuanty F,(x,; 8,), F,(x,; f,),-.,
F (x,;B,). Ponadto kazda dystrybuanta F(x;f,), 1 <i<n, jest zalezna od parame-
trow, ktore tworzg wektor B,=(B,, By, -, B ), gdzie k;>1. Wowcezas gestos¢ roz-
ktadu facznego zmiennej losowej (X, X,,..., X)) przyjmuje posta¢

¢ Por. R.B. Nelsen, op. cit.
" Por. S. Heilpern, op. cit.; U. Cherubini, E. Luciano, W. Vecchiato, op. cit.; R. Doman, op. cit.
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SO X x5 05 B By s B)=CF (s BY)s Fy(xys By)seens B (X, )
'fl(xl; ﬂl) 'fz(xz; ﬂz) 'fn(x,,; ﬂn), (8)

— anCa
Ou,0u, -+ -0u

n

Colup iy, ), afy(xs Bo), /(555 Bo)eees fi(x,5 B,) to gestoscei rozktadow brzego-
wych.

Estymator wyznacza si¢ przez taki dobor wartos’ci(d,,é,, ,32,..., ,Bn), aby
zmaksymalizowac¢ logarytm funkcji wiarygodnosci

lMNw(a,ﬂl,ﬂz,...,ﬂn)=i1n(ca(Fl(xf;ﬂl),ﬂ(x;;ﬂz),...,ﬂ(xf,;ﬂn)))+

gdzie ¢, (uy,uy,....u,) (u,uy,...,u,) jest gestoscia kopuli

) O
+Z(lnfl(xl’;ﬂl)+lnf2(x;;ﬂ2)+...+lnf(x;;,3n)/.

Jezeli przyjmiemy, ze rozktady brzegowe zmiennej (X}, X,,..., X)) sa reprezentowa-

ne przez dystrybuanty empiryczne F,' (x,) = ! > dlaie{1,2,...,n},

T+l
przy czym symbol 1, oznacza funkcje charakterystyczna® zbioru 4, to wzor (9)

przyjmuje postac:

ZKMNW(a)_zT“m c 71[ rzt rn[
T T )] (10)

gdzie ' oznacza rangg obserwacji x; dlai=1, 2, ..., n oraz =1, 2, ..., T. Estyma-
tor a, ktoéry maksymalizuje funkcje (10), nazywa si¢ estymatorem otrzymanym
kanoniczng metodg najwiekszej wiarygodno$ci (KMNW). Jak podaje Heilpern®,
estymatory MNW 1 KMNW sg asymptotycznie normalne. Estymator KMNW jest
estymatorem zgodnym'’.

Metoda minimalnej odleglosci pojawita si¢ w statystyce w 1953. J. Wolfowitz
w swojej pracy'! zaproponowat, aby odlegtos¢ J(X,Y) miedzy zmiennymi loso-
wymi X 1 Y mierzy¢ jako supremum modutu réznicy miedzy warto§ciami dys-
trybuant obu zmiennych w takich samych punktach po wszystkich argumentach
rzeczywistych, czyli

T

t=1 {xf:xf Sxi}

5(X.Y)=sup|F, (x)-F,(x). (11)

xeR

8 Funkcja charakterystyczna zbioru 4 to funkcja 1,:4—{0,1} okreslona warunkami: 1,(1)=1,
gdy ted oraz 1,(£)=0, gdy tz A.

° S. Heilpern, op. cit., s. 134-136.

10°C. Genest, K. Ghoudi, L. -P. Rivest, 4 Semiparametric Estimation Procedure of Dependence
Parameters in Multivariate Families od Distributions, ,,Biometrica” 1995.

' J. Wolfowitz, Estimation by the minimum distance method, ,,Annals of the Institute of Stati-
stical Mathematics” 1953, t. 5.
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Miare okreslong wzorem (11) mozna uog6Ini¢ przez zastosowanie réznych
funkcji odlegtosci d, tj.

S(X.Y)=d(Fy.F,). (12)

Jezeli we wzorze (12) przyjmiemy jedng z dystrybuant jako dystrybuante
empiryczng wyznaczong na podstawie proby, to estymacja parametrow drugiej
dystrybuanty w przypadku zastosowania metody minimalnej odlegtosci polega
na takim wyborze warto$ci jej parametrow, aby odlegtos¢ J (X,Y) byla minimalna.

Metode minimalnej odleglo$ci mozna zastosowac do estymacji parametrow rodzi-
ny kopuli, gdyz kopule sa szczeg6éInym przypadkiem dystrybuant. Analogicznie do po-
jecia dystrybuanty empirycznej definiuje si¢ pojecie kopuli empiryczne;j'2. Jest to funk-
cja okre$lona na zbiorze {(%,%, ...,%J:ij €{0,1,2,...,T}dla je{l,2,.., n}},
zdefiniowana jako

I i I 1 <
C _]7_23"'71 =" LI S . [ Teedt LA ) 2
T(T T TJ T ;ﬂ{n:r, St,} ﬂ{rzzrzsiz} ﬂ{r,,:r,,Szn} (13)
gdzie r/ oznacza rangg obserwacji x; dlai=1,2, .., norazt=1,2, ..., T.

W badaniu symulacyjnym zaprezentowanym w dalszej czeSci artykutu jako
miary odleglosci miedzy kopulami zostaly uzyte funkcje odlegltosci: odlegltos¢
Cramera von Mises (8'), odlegto$¢ Kotmogorowa—Smirnova (&%) i odlegto$¢ indu-
kowana przez norme z przestrzeni L' (8°). Sg one zdefiniowane wzorami (14)-(16).

5(G.C)= [ (C(u)-C,(w)) du, (14)
o)

6°(C,.C,)= sup [C (u)-C,(u)|, (15)
ue[O,l]"

5*(C.0)= [ [a(u)=C,(u)|du. (16)
ong

W pracy Tsukahary'® wykazano, ze estymator metodg minimalnej odlegtosci
dla funkcji odlegtosci (14) jest asymptotycznie normalny.

Na zakonczenie zauwazmy, ze w przypadku oszacowania parametrow ro-
dziny kopuli C, i innej rodziny C, na podstawie proby (x,x,...,x"), gdzie n>2
it=1,2, ..., T, za pomocag metody minimalnej odlegtosci, w naturalny sposéb po-
jawia sie tez kryterium wyboru najlepiej dopasowanej do tej proby kopuli sposrod

12 U. Cherubini, E. Luciano, W. Vecchiato, op. cit., s.161.
13 H. Tsukahara, Semiparametric estimation in copula models, ,,The Canadian Journal of Stati-
stics” 2005, vol. 33, z. 3.
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obu oszacowanych. Optymalnym wyborem jest ten estymator, dla ktoérego otrzy-
mujemy najmniejszg warto$¢ przyjetej funkcji odlegtosci 6. Dla kanonicznej me-
tody najwiekszej wiarygodnos$ci takiego wniosku nie mozna sformutowaé bez
dodatkowych kryteriow i obliczen.

2. Opis przeprowadzonych symulacji

Przeprowadzone badanie symulacyjne polegato na tym, ze dla ustalonej ro-
dziny kopuli i przyjetych z gory dla tej rodziny warto$ci jej parametrow, wygene-
rowano 1000 prob z rozktadu opisanego tg kopulg. Nastgpnie na podstawie tych
prob oszacowano parametry rozpatrywanej rodziny za pomocg kanonicznej me-
tody najwigkszej wiarygodnosci i metody minimalnej odleglosci. Celem badania
jest ustalenie, ktora z metod estymacji generuje oszacowania blizsze prawdziwym
warto$ciom parametréw kopuli.

W badaniu opisanym w biezacym artykule rozwazane sg trzy rodziny kopuli:
kopula Claytona (3), kopula Franka (2) i kopula FGM (7). Oprocz przypadku
kopuli dwuwymiarowej (n=2), analizie podlegaty kopule dla n=3 oraz dla n=4.

Analiza skutecznos$ci kanonicznej metody najwigkszej wiarygodnosci i mini-
malnej odlegtosci (z funkcja odleglosci Cramera von Mises) dla n=2 byta przed-
miotem rozwazan w pracy Stryjka'*, Wybor wszystkich wartosci parametrow ko-
puli wynikal tam z proby takiego doboru tych wielkosci, aby dla dwuwymiarowe;j
rodziny kopuli opisywaty one rézne typy zalezno$ci (dodatnia lub ujemna ko-
relacja) miedzy zmiennymi. W biezagcym badaniu przyjeto wartos$ci parametrow
kopuli tak samo jak w innej pracy wymienionego autora'®, z wyjatkiem parametru

=-5 dla kopuli Franka, warto$¢ ta bowiem jest poza zakresem zmienno$ci para-
metru rodziny Franka w wiclowymiarowym przypadku (n>2).

Dla kopuli Claytona rozpatrywano nastgpujace wartosci parametru: oo=1, =5
i a=15, dla kopuli Franka a=-5 1 a=3 w przypadku n=2 oraz a=3 dla n>2. Nato-
miast dla rodziny FGM przyjeto a=-0,9, a=0,1 i a=0,9 w przypadku dwuwymia-
rowym. Poniewaz dla n=3 ta rodzina jest parametryzowana przez cztery parametry,
a dla n=4 przez jedenascie parametrow, wigc przyjeto w obu tych wariantach, ze
wszystkie parametry bedg jednoczesnie rowne —0,9 lub 0,1, Iub 0,9.

Poniewaz wraz ze wzrostem wymiaru kopuli 7, istotnie wydtuzat si¢ czas ob-
liczen, wiec w badaniu przyjeto w zaleznos$ci od #n kilka wariantéw liczebnosSci
generowanych prob. Dla kopuli dwuwymiarowej rozpatrywano: 7=20, 7=40

4 A. Stryjek, Poréwnanie wybranych metod estymacji parametru rodziny n-wymiarowej kopuli
dla n>2, Szkota Gtowna Handlowa, Warszawa 2013.

15 A. Stryjek, Uzytecznosé kopuli w finansach i ubezpieczeniach, ,,Zeszyty Naukowe WSB we
Wroctawiu” 2011, nr 20.
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1 T=120, dla n=3 rozpatrywano: 7=20, 7=40 i 7=80, a dla n=4 dwie wersje
liczebnosci'®: T7=20 i T=40.

Dla ustalonej rodziny kopuli C,, ustalonej wartosci parametru a oraz ustalonej
dhugosci proby 7' symulacje przeprowadzano wedtug nastepujacego schematu:

1. Wygenerowanie n-wymiarowej proby o liczebnosci 7 z rozktadu opisanego
kopula C,.

2. Wyznaczenie na podstawie otrzymanej proby warto$ci estymatorow para-
metru ¢ czterema metodami: kanoniczng metoda najwigkszej wiarygodnosci oraz
metodg minimalnej odlegtosci z odlegloscig Cramera von Mises (CvM), odlegto-
$cig Kolmogorowa—Smirnova (KS) i odlegto$cig z przestrzeni L'.

3. Powtdrzenie pierwszego i drugiego etapu 1000 razy.

Jako rezultat powyzszego algorytmu otrzymywano szereg zawierajacy 1000
wartos$ci bedacych oszacowaniami parametru a kopuli C, (przy ustalonej dtugosci
préby i metodzie estymacji). Szereg ten w dalszej czg$ci artykutu bedzie nazywa-
ny empirycznym rozktadem estymatora parametru a. Przy czym dla kopuli FGM
otrzymano dla n=3 — cztery, a dla n=4 — jedenascie 1000-elementowych szere-
gbw. Zatem, podobnie jak dla pozostatych rodzin kopuli, dla kopuli FGM réwniez
dla kazdego jej parametru otrzymano empiryczny rozktad estymatora.

Generowanie jednego n-wymiarowego elementu proby dla zadanej rodziny
kopuli oraz jej parametru przeprowadzono metoda probkowania warunkowego
(conditional sampling). Algorytm podajemy za Heilpernem!”:

1) wygenerowac n liczb losowych: v,, v,, ..., v, z rozkladu jednostajnego na
przedziale [0,1],

2) przyjac u, =v,,

3) wyznaczy¢ kolejno wartosci u,, us, ... jako rozwiazania odpowiednich row-
nan postaci:

ﬁC(ul,uz,l,...,l)
U,
v, = 3 ,
—Cl(u,1,...,1
", (”1 )
82
WC(ul,uz,upl,...,l)
3= pe 5
C(ul,uz,l, ,1)
Ou,0u,

16 Dla rodziny FGM przeprowadzono obliczenia wytacznie dla 7=20.
17'S. Heilpern, op. cit., s. 100.
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ak—l
- C(uu u_uy,l. )
1o cesthp oM odseees
. ou,0u, ...0u,_,
k akfl 4
————C(u.u u,_,11,...1)
1900t 1o lotoeeey
ou,0u, ...0u, |
dlak=2,3, .., n.
Dla n>2 wyznaczenie warto$ci u,, us, ..., 4, sprowadza si¢ do rozwigzania

odpowiednich réwnan okre§lonych w punkcie 3) powyzszego algorytmu. Ich po-
sta¢ analityczna jest na ogot skomplikowana, zatem szukane rozwigzanie nale-
zy wyznaczy¢ w sposob numeryczny. W prezentowanym badaniu wykorzystano
funkcje uniroot.all dostgpng w pakiecie R-CRAN 3.1.1. Formuty analityczne
réwnan 3) dla kopuli Claytona, Franka i FGM zostaly wyznaczone w programie
Wolfram Mathematica 9, a nastgpnie zostaly zaadaptowane do pakietu R-CRAN
3.1.1. Ze wzgledu na ich stopien skomplikowania nie sg zamieszczone w artykule,
lecz mogg by¢ zainteresowanym czytelnikom udostepnione przez autora w formie
elektronicznej. Maksymalizacje¢ logarytmu funkcji wiarygodnos$ci i minimaliza-
cje kazdej ze stosowanych funkcji odleglosci przeprowadzono z wykorzystaniem
procedury nmlinb'® dostepnej w pakiecie R—-CRAN 3.1.1.

Podsumowujac, nalezy stwierdzi¢, ze badanie symulacyjne polegato na tym,
iz dla kazdego ustalonego przypadku rodziny kopuli (Claytona, Franka lub FGM),
wartosci jej parametru (parametrow) oraz wybranej metody estymacji (kanonicz-
nej metody najwiekszej wiarygodnos$ci, metody minimalnej odlegtosci z odlegto-
$cig Cramera von Mises, Kotmogorowa—Sminova lub z przestrzeni L') otrzymano
1000 oszacowan znanego a priori parametru.

3. Otrzymane wyniki

Analizie poddano 56 r6znych przypadkow otrzymanych jako wynik rozwaza-
nia roznych liczebnosci symulowanych prob (7), trzech rodzin n-wymiarowych
kopuli, n=2, 3, 4 oraz kilku wariantoéw wartosci parametrow a dla tych rodzin
kopuli. Poniewaz trojwymiarowa (n=3) rodzina kopuli FGM jest zalezna od czte-
rech parametrow, a czterowymiarowa (n=4) od jedenastu parametréw, wigc osta-
tecznie dla kazdej metody szacowania parametru kopuli (KMNW, L!, CvM i KS)
otrzymano 113 r6znych empirycznych rozktadow estymatoréw. Dlatego tez w ta-
belach podsumowujacych wyniki analizy (tab. 4 i tab. 5) dla kopuli FGM (n=3
i n=4) zamieszczona jest dodatkowa, pierwsza kolumna, ktéra zawiera numer

18 Opis procedury dostgpny na stronie http://netlib.bell-labs.com/cm/cs/cstr/153.pdf [1.10.2013].
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szacowanego parametru tej rodziny, tzn. dla n=3 sg to wartosci od 1 do 4, a dla
n=4o0d 1do 11.

Dla czterech zastosowanych wariantow szacowania parametréw otrzymano,
ze empiryczne rozktady estymatorow nie sg rozktadami normalnymi. Nie ma tez
zgodnosci migdzy tymi rozkladami, a w znacznej czeSci przypadkow $rednia
w otrzymanych rozkladach symulacyjnych nie jest rowna prawdziwej warto$ci
szacowanego parametru.

Brak podstaw do odrzucenia hipotezy o tym, ze otrzymane w symulacji war-
tosci pochodzg z rozktadu normalnego na podstawie testu Shapiro—Wilka, wyste-
puje w zaledwie kilku przypadkach. Po jednym przypadku na 113 badanych dla
estymatora KMNW i minimalnej odleglosci z funkcjg odlegtosci z przestrzeni L',
dwa przypadki dla odlegtosci CvM i trzy dla odlegtosci KS.

Ponadto dla empirycznych rozktadéw estymatoréw na ogot brak jest zgodnosci
miedzy rozktadem estymatora KMNW a estymatorem z metody minimalnej odle-
glosci dla wszystkich trzech funkeji odlegtosei (L', CvM i KS). Fakt ten weryfiko-
wany byt na podstawie testu Kotmogorowa—Smirnova. Najwickszy odsetek zbada-
nych przypadkéw (55%), dla ktdrych nie ma podstaw do odrzucenia hipotezy, ze
rozktady estymatoréw sg zgodne, wystepuje dla estymatora z odlegtoscig L' i CvM.
Dla pozostatych par estymatoréw zgodnos¢ wystepuje w 25-30% przypadkow. Naj-
mniej takich przypadkow zarejestrowano dla KMNW oraz KS (zaledwie 13%).

Za podstawowe wskazniki, ktoére nalezy uznac jako decydujace o ocenie sku-
teczno$ci badanych metod, trzeba przyja¢ obcigzenie estymatora oraz jego btad
sredniokwadratowy (MSE).

Przypomnijmy, ze obcigzenie estymatora to rdéznica miedzy $rednig w roz-
ktadzie empirycznym estymatora a prawdziwa warto$cia parametru. W tabeli 1
podano obciagzenie dla kazdej z czterech metod estymacji w podziale na trzy ro-
dziny kopuli. Na podstawie 23 badanych przypadkéw dla rodziny kopuli Clayto-
na, 11 przypadkéw dla rodziny kopuli Franka i 79 przypadkow dla rodziny kopuli
FGM, estymator otrzymany KMNW charakteryzuje si¢ najmniejszym obcigze-
niem dla pierwszej i trzeciej z rozpatrywanych rodzin kopuli. Dla kopuli Claytona
stosunkowo mate obcigzenie jest takze dla estymatora z odlegtoscia CvM. Naj-
mniejsze obcigzenie dla kopuli Franka otrzymano dla metody minimalnej odle-
glosci z odlegloscia z przestrzeni L'.

W tabeli 2 podano obcigzenie estymatorow, uwzgledniajagc dodatkowo wy-
miar kopuli n. Dla dwuwymiarowej kopuli Claytona najmniejsze obcigzenie jest
dla metody minimalnej odlegto$ci CvM, a w przypadku tréjwymiarowej kopuli
Franka i dwuwymiarowej kopuli FGM dla metody minimalnej odleglos$ci z odle-
gloscig KS. W pozostalych przypadkach najmniejsze obcigzenie maja estymatory
KMNW.

Z analizy obcigzenia estymatoréw dla wszystkich 113 przypadkow (por. tab. 4)
wynika, ze KMNW najczesciej charakteryzowala si¢ najmniejszym obcigzeniem.
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Tabela 1. Porownanie obcigzenia badanych estymatorow

KMNW L CvM KS
Kopula - -
obcigzenie
Claytona 0,0971 17,7991 -0,1547 —-1,1886
Franka —0,0283 0,0270 0,0721 0,0800
FGM 0,0021 0,0577 0,0625 0,0706

716 dto: opracowanie wilasne na podstawie przeprowadzonych symulacji.

Tabela 2. Porownanie obciazenia badanych estymatoréw w zaleznosci od wymiaru kopuli

Kopula . KMNW L - . CvM KS
obcigzenie
2 0,1642 13,0076 0,1442 —-1,2235
Claytona 3 0,0585 14,5629 —-0,2890 —-1,1414
4 0,0544 29,8407 —-0,4018 -1,2071
2 0,0380 —0,0550 0,0520 0,0935
Franka 3 —-0,3354 0,0844 0,0436 0,0134
4 0,2333 0,1872 0,1752 0,1391
2 0,0166 0,0121 0,0110 0,0098
FGM 3 -0,0111 0,0212 0,0185 0,0292
4 0,0126 0,1100 0,1245 0,1324

716 d1o: opracowanie wilasne na podstawie przeprowadzonych symulacji.

Wiasno$¢ ta wystapita w 42% przypadkow. Dla metody minimalnej odlegtosci
oraz funkcji odleglosci z przestrzeni L', CvM oraz KS udziat takich przypadkow
wynosil, odpowiednio, 4%, 25% 1 30%. Odsetek przypadkow o najmniejszym
obcigzeniu dla KMNW zmniejsza si¢ wraz ze wzrostem wymiaru kopuli (por.
tab. 3). Dzieje si¢ tak gtdéwnie na rzecz metody minimalnej odleglosci z funkcja
odlegtosci CvM i KS.

Tabela 3. Odsetek przypadkow o najmniejszym obcigzeniu estymatora
w zaleznosci od wymiaru kopuli 7 (%)

n KMNW L CvM KS
2 67 0 17 17
3 38 6 25 31
4 32 2 29 37

716 dto: opracowanie whasne na podstawie przeprowadzonych symulacji.
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Tabela 4. Porownanie obcigzenia badanych estymatoréw

Numer Wartosé KMNW | 0 | owM KS
parametru Kopula " parametru r obciazenie
1 2 1 20 —-0,0171 0,3265 0,1469 0,0543
1 2 1 40 —0,0277 0,1189 0,0664 0,0369
1 2 1 120 —0,0121 0,0543 0,0405 0,0283
1 2 5 20 0,1965 6,0934 0,2889 -0,6077
1 2 5 40 0,1608 1,0643 0,2057 —0,2130
1 2 5 120 0,0222 0,2452 0,0562 —0,0646
1 2 15 20 0,6956 94,8658 0,9771 -5,7421
1 2 15 40 0,3358 12,7199 —-0,3292 —-3,2951
1 2 15 120 0,1236 1,5798 —0,1544 —1,2088
1 3 1 20 —0,0555 0,0931 0,0268 0,0022
1 3 1 40 —0,0406 0,0584 0,0361 0,0371
1 3 1 80 —0,0289 0,0066 —0,0041 —0,0100
Clayton
1 3 5 20 0,0859 2,4089 0,0197 —0,5738
1 3 5 40 0,0729 0,5195 —0,0473 —0,2897
1 3 5 80 0,0341 0,2492 0,0200 —-0,0795
1 3 15 20 0,2491 116,6635 —0,9180 —4,6986
1 3 15 40 0,1498 9,2009 —0,9897 —2,9763
1 3 15 80 0,0597 1,8664 —0,7444 —1,6843
1 4 1 20 —0,0326 0,0953 0,0538 0,0734
1 4 1 40 —0,0406 0,0584 0,0361 0,0371
1 4 5 20 0,0906 3,5061 0,0624 —0,2867
1 4 5 40 0,0224 0,5480 0,0195 —-0,1187
1 4 15 20 0,1971 159,2171 -1,1770 —4,2328
1 4 15 40 0,0896 15,6196 —1,4055 —2,7151
1 2 -0,9 20 0,1923 0,2085 0,2200 0,2305
1 2 -0,9 40 0,1432 0,1595 0,1702 0,1879
1 2 -0,9 120 0,0551 0,0781 0,0818 0,0895
1 2 0,1 20 —0,0259 —0,0478 —0,0526 —0,0581
1 FGM 2 0,1 40 0,0315 0,0192 0,0183 0,0227
1 2 0,1 120 0,0457 0,0434 0,0419 0,0382
1 2 0,9 20 —0,1661 —0,1966 —0,2134 —0,2391
1 2 0,9 40 -0,0991 —0,1177 —0,1264 —0,1394
1 2 0,9 120 —0,0277 —0,0375 —0,0411 —0,0441
1 2 =5 20 —0,0869 —0,7816 —0,0091 0,2871
1 2 =5 40 —0,0983 —0,2420 0,0082 0,1926
1 2 -5 120 -0,0075 —0,0140 0,0450 0,0797
1 2 3 20 0,1715 0,4045 0,0904 —0,0799
1 2 3 40 0,1830 0,2069 0,1027 0,0268
1 Frank 2 3 120 0,0663 0,0961 0,0750 0,0547
1 3 3 20 —0,0830 0,1918 0,1110 0,0678
1 3 3 40 -0,4905 0,0268 —0,0008 -0,0270
1 3 3 80 —0,4327 0,0346 0,0205 —0,0005
1 4 3 20 0,0245 0,0052 —0,0037 —0,0413
1 4 3 40 0,4421 0,3691 0,3540 0,3195
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cd. tab. 4
Numer Wartos¢ KMNW | L' CvM KS
parametru Kopula " parametru r obcigzenie
1 3 -0,9 20 0,0269 0,1253 0,1562 0,1737
1 3 -0,9 40 —-0,0675 0,0433 0,0652 0,0705
1 3 0,9 80 —0,0903 —0,0066 0,0183 0,0301
1 3 0,1 20 -0,0053 —0,0163 —0,0136 0,0067
1 3 0,1 40 —0,0090 —0,0005 —-0,0055 0,0027
1 3 0,1 80 0,0167 0,0236 0,0184 0,0112
1 3 0,9 20 —0,1690 —0,1614 —0,1660 —0,1381
1 3 0,9 40 -0,0929 -0,1004 -0,1047 —-0,0779
1 3 0,9 80 —-0,0334 —0,0602 —-0,0613 —0,0317
2 3 0,9 20 0,1134 0,2599 0,2752 0,2243
2 3 0,9 40 0,0037 0,1942 0,2112 0,1564
2 3 -0,9 80 —0,0478 0,1390 0,1622 0,1108
2 3 0,1 20 -0,0123 -0,0189 -0,0197 —0,0010
2 3 0,1 40 0,0047 0,0158 0,0096 0,0124
2 3 0,1 80 0,0027 —0,0043 —0,0094 0,0080
2 3 0,9 20 -0,2335 -0,1899 -0,1953 —-0,1594
2 3 0,9 40 —0,0937 —-0,0781 —0,0828 —0,0578
2 FGM 3 0,9 80 —0,0330 —0,0510 —0,0541 —0,0366
3 3 0,9 20 0,0522 0,1699 0,1927 0,1869
3 3 -0,9 40 0,0010 0,1917 0,2087 0,1765
3 3 0,9 80 —0,0388 0,1298 0,1502 0,0951
3 3 0,1 20 0,0097 —0,0094 —0,0053 0,0269
3 3 0,1 40 0,0054 -0,0054 —-0,0068 0,0141
3 3 0,1 80 —-0,0110 —-0,0149 —-0,0171 —0,0079
3 3 0,9 20 —0,1734 —0,1588 —-0,1612 —-0,1101
3 3 0,9 40 —0,0801 —0,0888 —0,0925 —0,0591
3 3 0,9 80 -0,0292 -0,0419 -0,0439 —-0,0218
4 3 -0,9 20 0,5228 0,2663 0,1587 0,3762
4 3 0,9 40 0,4007 0,5143 0,2648 0,3243
4 3 -0,9 80 0,1902 0,7562 0,3937 0,3010
4 3 0,1 20 -0,0319 -0,1908 —-0,0209 0,0434
4 3 0,1 40 —-0,0384 —0,1487 —-0,0363 0,0039
4 3 0,1 80 —-0,0217 —0,0819 —0,0175 —0,0190
4 3 0,9 20 -0,3310 -0,2622 —-0,1986 -0,2098
4 3 0,9 40 —0,1154 —0,2082 —-0,1671 —0,1860
4 3 0,9 80 0,0088 —0,1656 —0,1400 —0,1861
1 4 0,9 20 —0,0114 0,0670 0,1413 0,1991
1 4 0,1 20 -0,0263 0,0006 -0,0153 -0,0114
1 4 0,9 20 —-0,2185 —0,1478 —0,1486 —0,0858
2 4 0,9 20 0,0754 0,1418 0,2229 0,2241
2 FGM 4 0,1 20 —0,0257 0,0215 0,0078 0,0382
2 4 0,9 20 -0,1783 -0,1275 -0,1300 —0,0857
3 4 -0,9 20 0,3196 0,3460 0,4561 0,4503
3 4 0,1 20 —-0,0181 0,0067 —0,0065 —0,0105
3 4 0,9 20 -0,2192 -0,1176 -0,1204 —-0,0780
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cd. tab. 4
Numer Warto$¢ KMNW | L CvM | KS
parametru Kopula " parametru r obcigzenie
4 4 0,9 20 0,0421 0,1303 0,2074 0,2010
4 4 0,1 20 0,0189 0,0207 0,0103 0,0400
4 4 0,9 20 —0,1988 —0,1262 —0,1294 —0,0930
5 4 -0,9 20 0,2928 0,3357 0,4474 0,4378
5 4 0,1 20 —0,0056 —0,0248 —0,0307 0,0087
5 4 0,9 20 —-0,2226 —0,1286 -0,1320 —0,0744
6 4 0,9 20 0,2327 0,2945 0,3890 0,3923
6 4 0,1 20 0,0081 —0,0082 —0,0194 0,0338
6 4 0,9 20 —0,2343 —0,1243 —0,1267 —0,0779
7 4 0,9 20 0,4821 0,9318 0,3394 0,5176
7 4 0,1 20 —0,0494 —-0,3053 —0,0427 0,0779
7 FGM 4 0,9 20 —0,3363 —0,2775 —0,2156 —0,1795
8 4 -0,9 20 0,7406 1,1753 0,8651 0,7296
8 4 0,1 20 —0,1177 —0,3062 —0,0669 0,0555
8 4 0,9 20 -0,4463 —0,2983 —-0,2274 —0,1736
9 4 0,9 20 0,6947 1,1692 0,8817 0,7342
9 4 0,1 20 —0,0527 —0,3163 —0,0332 0,0833
9 4 0,9 20 -0,3770 —-0,2897 —-0,2102 —0,1755
10 4 0,9 20 0,6625 1,1679 0,8780 0,7033
10 4 0,1 20 —-0,1042 —-0,3241 —0,0559 0,0882
10 4 0,9 20 —0,3941 —0,2500 —0,1764 —0,1667
11 4 -0,9 20 1,0254 1,8599 1,5697 0,8811
11 4 0,1 20 —0,0416 —0,4288 —0,1359 0,0378
11 4 0,9 20 —0,9023 —0,4383 —0,2845 —0,3523

716 dto: opracowanie wiasne na podstawie przeprowadzonych symulacji.

Drugim kryterium poréwnania metod estymacji parametru kopuli jest wielkos$¢
btedu sredniokwadratowego (MSE). Bad ten to $rednia z kwadratow odchylen otrzy-
manych oszacowan od prawdziwej wartosci parametru. O ile kryterium obciazenia es-
tymatora klasyfikowato KMNW jako lepsza od pozostalych, o tyle wedtug kryterium
bledu MSE takie stwierdzenie jest mniej prawomocne. W 49% przypadkow KMNW
ma najmniejszy blad sredniokwadratowy. Metoda minimalnej odlegtosci (KS) ma ten
udzial mniejszy o 7 punktow procentowych, czyli 42%, natomiast w przypadku odle-
glosci z przestrzeni L' i CvM udzialy sa réwne, odpowiednio 4% i 6%.

Wyniki btedu MSE dla wszystkich empirycznych rozktadow estymatorow
z badania symulacyjnego sa zamieszczone w tabeli 5. Niski btad $redniokwadra-
towy wystepuje dla metody minimalnej odlegltosci z funkcja odlegtosci KS na
ogot dla kopuli FGM. Skuteczno$¢ tej metody w $wietle MSE zwicksza si¢ wraz
ze wzrostem wymiaru kopuli n. Fakt ten ma takze potwierdzenie w porownaniu
udziatu przypadkéw o najnizszych wartosciach bledu MSE wymiarem kopuli
(por. tab. 6). Udziat takich przypadkow wraz ze wzrostem gwattownie maleje dla
KMNW na korzys$¢ metody z odlegtoscig KS.
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Tabela 5. Porownanie bledu $redniokwadratowego (MSE) otrzymanych symulacyjnych rozktadow
badanych estymatorow

Numer KMNW | L | oM |  Ks
parametru Kopula | ¢ r MSE
1 20 0,3859 1,2926 0,6785 0,5570
1 40 0,2235 0,2959 0,2426 0,2512
1 120 0,0841 0,0793 0,0740 0,0741
5 20 1,5535 544,6747 7,0511 4,0616
2 5 40 0,8159 7,1865 3,0828 2,4373
5 120 0,2347 1,0334 0,8397 0,8844
15 20 11,3690 18875,5398 134,0357 39,8416
15 40 5,0697 699,8849 22,8199 22,4241
15 120 1,6862 12,0904 6,1537 7,7062
1 20 0,2218 0,3638 0,2768 0,3128
1 40 0,1420 0,1701 0,1574 0,1951
1 80 0,0655 0,0694 0,0674 0,0823
Claytona
5 20 0,6947 82,6577 4,1683 3,2131
3 5 40 0,3658 3,4576 1,9902 1,9816
5 80 0,1671 1,0690 0,8443 0,9624
15 20 4,8042 24512,3914 48,8800 35,6166
15 40 2,4416 308,2991 13,6975 17,9669
15 80 1,1025 15,7669 6,6692 9,4160
1 20 0,1323 0,3254 0,2611 0,3367
1 40 0,1420 0,1701 0,1574 0,1951
4 5 20 0,4992 345,5859 3,4911 3,2051
5 40 0,2270 2,6065 1,4445 1,6915
15 20 3,2322 34549,5585 27,0495 30,2671
15 40 1,7446 1394,0146 12,4052 16,8687
-0,9 20 0,2117 0,2230 0,2254 0,2369
-0,9 40 0,1128 0,1257 0,1300 0,1468
0,9 120 0,0339 0,0440 0,0446 0,0498
0,1 20 0,4264 0,4458 0,4198 0,4209
FGM | 2 0,1 40 0,2270 0,2277 0,2207 0,2402
0,1 120 0,0799 0,0803 0,0784 0,0866
0,9 20 0,1825 0,2164 0,2209 0,2485
0,9 40 0,0856 0,0999 0,1025 0,1138
0,9 120 0,0283 0,0309 0,0318 0,0359
1 2| -5 20 3,1177 9,7600 4,4830 4,1895
1 2| -5 40 1,5051 2,5390 1,9116 1,7819
1 2| -5 120 0,4130 0,5906 0,5517 0,6121
1 2 3 20 2,7950 5,1392 3,3918 3,0577
1 2 3 40 1,2033 1,6039 1,4030 1,4582
1 Frank | 2 3 120 0,3395 0,4569 0,4331 0,4492
1 3 3 20 2,0480 2,0761 1,7431 1,7070
1 3 3 40 2,4828 0,8818 0,8330 0,8622
1 3 3 80 1,8526 0,4111 0,3984 0,4366
1 4 3 20 0,5848 1,4834 1,3452 1,3929
1 4 3 40 1,2108 1,5061 1,4046 1,3917
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cd. tab. 5
Numer KMNW | L M KS
Kopula | n o T
parametru MSE
1 3 -0,9 20 0,1176 0,1679 0,1859 0,1896
1 3 -0,9 40 0,0198 0,0722 0,0810 0,0885
1 3 -0,9 80 0,0114 0,0300 0,0372 0,0447
1 3 0,1 20 0,4907 0,4169 0,4007 0,3919
1 3 0,1 40 0,2921 0,2856 0,2836 0,2756
1 3 0,1 80 0,1318 0,1569 0,1543 0,1625
1 3 0,9 20 0,2546 0,2126 0,2118 0,1945
1 3 0,9 40 0,1172 0,1069 0,1076 0,0977
1 3 0,9 80 0,0489 0,0624 0,0623 0,0534
2 3 -0,9 20 0,1992 0,3038 0,3112 0,2373
2 3 —-0,9 40 0,0509 0,1794 0,1836 0,1481
2 3 -0,9 80 0,0196 0,0965 0,1041 0,0796
2 3 0,1 20 0,4997 0,4339 0,4187 0,4041
2 3 0,1 40 0,2911 0,2871 0,2802 0,2721
2 3 0,1 80 0,1437 0,1674 0,1640 0,1637
2 3 0,9 20 0,3331 0,2391 0,2400 0,2080
2 3 0,9 40 0,1091 0,0931 0,0938 0,0835
2 3 0,9 80 0,0443 0,0567 0,0580 0,0547
3 3 -0,9 20 0,1298 0,2065 0,2264 0,2193
3 3 -0,9 40 0,0533 0,1707 0,1777 0,1533
3 3 -0,9 80 0,0206 0,0960 0,1025 0,0734
3 3 0,1 20 0,5039 0,4557 0,4403 0,3983
3 FGM 3 0,1 40 0,2913 0,2743 0,2682 0,2637
3 3 0,1 80 0,1385 0,1710 0,1667 0,1674
3 3 0,9 20 0,2620 0,2177 0,2117 0,1612
3 3 0,9 40 0,0968 0,1027 0,1026 0,0842
3 3 0,9 80 0,0408 0,0507 0,0506 0,0454
4 3 -0,9 20 0,9353 0,3127 0,2585 0,3508
4 3 -0,9 40 0,6140 0,5833 0,3501 0,2789
4 3 -0,9 80 0,2387 0,8445 0,3879 0,2278
4 3 0,1 20 0,7733 0,8448 0,7690 0,2992
4 3 0,1 40 0,6100 0,7267 0,6822 0,2037
4 3 0,1 80 0,3608 0,6302 0,5989 0,1562
4 3 0,9 20 0,6519 0,5388 0,4253 0,2692
4 3 0,9 40 0,2459 0,4038 0,3387 0,1927
4 3 0,9 80 0,0596 0,3003 0,2617 0,1784
1 -0,9 20 0,1012 0,1369 0,1883 0,2261
1 0,1 20 0,6238 0,4723 0,4475 0,4002
1 0,9 20 0,3668 0,2241 0,2139 0,1260
2 -0,9 20 0,2195 0,2121 0,2829 0,2452
2 4 0,1 20 0,6419 0,5121 0,4902 0,4043
2 0,9 20 0,3147 0,1996 0,1985 0,1438
3 -0,9 20 0,5365 0,4577 0,5587 0,5030
3 0,1 20 0,6495 0,4707 0,4467 0,3880
3 0,9 20 0,3545 0,2023 0,1974 0,1369
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cd. tab. 5
Numer KMNW | L | oM |  Ks
parametru Kopula | n o T MSE
4 -0,9 20 0,1672 0,1922 0,2480 0,2211
4 0,1 20 0,6690 0,4785 0,4572 0,4050
4 0,9 20 0,3428 0,2089 0,2062 0,1526
5 -0,9 20 0,4567 0,4170 0,5265 0,4937
5 0,1 20 0,6516 0,4758 0,4504 0,3983
5 0,9 20 0,3669 0,1995 0,1931 0,1258
6 -0,9 20 0,3937 0,3642 0,4509 0,4280
6 0,1 20 0,6205 0,4769 0,4548 0,3944
6 0,9 20 0,4003 0,1990 0,1918 0,1344
7 -0,9 20 0,8973 1,3437 0,5110 0,4781
7 0,1 20 0,8530 0,8552 0,7768 0,1852
7 FGM 4 0,9 20 0,6751 0,6055 0,4776 0,1894
8 -0,9 20 1,3664 1,9029 1,4445 0,7546
8 0,1 20 0,8480 0,8532 0,7886 0,1713
8 0,9 20 0,8882 0,6280 0,5071 0,1597
9 -0,9 20 1,2534 1,8950 1,4740 0,7736
9 0,1 20 0,8450 0,8386 0,7516 0,1842
9 0,9 20 0,7620 0,6178 0,4725 0,1651
10 -0,9 20 1,2133 1,8979 1,4861 0,7067
10 0,1 20 0,8590 0,8475 0,7715 0,1956
10 0,9 20 0,7982 0,5357 0,4065 0,1653
11 -0,9 20 1,9658 3,5183 2,9277 0,8512
11 0,1 20 0,9381 0,9749 0,9115 0,0450
11 0,9 20 1,7552 0,9301 0,6604 0,2788

716 dto: opracowanie wasne na podstawie przeprowadzonych symulacji.

Tabela 6. Udziat przypadkoéw o najnizszym biedzie sredniokwadratowym estymatora
w zaleznosci od wymiaru kopuli (%)

n KMNW L' CvM KS
2 83 0 17 0

3 52 0 6 42
4 26 10 0 64

716 dto: opracowanie wiasne na podstawie przeprowadzonych symulacji.

Podsumowanie

Na podstawie przeprowadzonych symulacji nie mozna jednoznacznie wska-
za¢, ktora z metod estymacji parametru kopuli jest najlepsza. Na podstawie
analizy obcigzenia i btedu Sredniokwadratowego estymatorow i po usrednieniu
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wszystkich wynikoéw wzgledem wymiarow kopuli, réznych wariantow parame-
trow 1 liczebnos$ci generowanych prob najlepiej oceniona jest KMNW. Ponadto
dodatkowg zaleta KMNW jest krotszy czas obliczen niz dla metody minimalnej
odlegtosci.

Nalezy jednak zauwazy¢, ze pod wzgledem obcigzenia estymatora uzyskano
dobre rezultaty takze dla kopuli Claytona przy metodzie minimalnej odlegtosci
(CvM), dla kopuli FGM (L', CvM i KS) oraz dla kopuli Franka (L").

Poréwnujac blad sredniokwadratowy estymatorow, nalezy zwroci¢ uwagg, iz
niskie warto$ci MSE otrzymano dla metody minimalnej odlegtosci z funkcja od-
legtosci KS zastosowang do kopuli FGM. Zaobserwowano rowniez, ze wraz ze
wzrostem wymiaru kopuli n wielkos¢ MSE zmniejsza sie¢.

Metoda minimalnej odlegto$ci ma te zalete w opozycji do KMNW, Ze jej wy-
niki mozna bezposrednio wykorzysta¢ do wyboru optymalnej kopuli dla zgroma-
dzonych danych empirycznych, woéwczas gdy chcemy wybra¢ jedng rodzing ko-
puli sposrdd kilku réznych rodzin. Nalezy wtedy wskazac jako najlepsza rodzine
kopuli tg, dla ktorej otrzymujemy najmniejsza warto$¢ minimalizowanej funkcji
odlegtosci. Dla KMNW takiego wyboru nalezatoby dokona¢ na podstawie dodat-
kowych obliczen i kryteriow.

Metode minimalnej odleglosci mozna uznaé¢ za skuteczny sposob estymacji
parametru rodziny kopuli, jednak na ogdt generujacg troche stabsze wyniki niz
KMNW. Najstabsze wyniki generuje dla odlegtosci z przestrzeni L', lepsze nato-
miast otrzymywane sg wtedy, gdy zastosowane beda funkcje odlegtosci Kotmo-
gorowa—Smirnova i Cramera von Mises.
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A comparison of n-dimensional copula parameter estimation
for 2 < n <4 using canonical maximum likelihood method
and minimum distance method

Summary. The estimation using canonical maximum likelihood method (CMLE) and mini-
mum distance method (MDE) is compared in the article. In the MDE method three types of distance
functions are considered: Cramer von Mises distance, Kolmogorov—Smirnov distance and the dis-
tance metrics from L1 space. The bias and the mean squared error were analyzed on the grounds of
the simulations for the n-dimensional Clayton copula, Frank copula and Farlie-Gumbel-Morgen-
stern copula, where n =2, n = 3, and n = 4,. In most considered cases, the smallest bias and mean
square error were received for MLE method.

Key words: copula, estimation, CMLE, minimum distance estimation, Clayton copula, Frank
copula, Farlie-Gumbel-Morgenstern copula



